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Abstract

Introduction: In the past year, the use of large language models (LLMs) has generated

significant interest and excitement because of their potential to revolutionise various

fields, including medical education for aspiring physicians. Although medical students

undergo a demanding educational process to become competent health care

professionals, the emergence of LLMs presents a promising solution to challenges like

information overload, time constraints and pressure on clinical educators. However, inte-

grating LLMs into medical education raises critical concerns and challenges for educators,

professionals and students. This systematic review aims to explore LLM applications in

medical education, specifically their impact on medical students' learning experiences.

Methods: A systematic search was performed in PubMed, Web of Science and Embase

for articles discussing the applications of LLMs in medical education using selected

keywords related to LLMs and medical education, from the time of ChatGPT's debut

until February 2024. Only articles available in full text or English were reviewed. The

credibility of each study was critically appraised by two independent reviewers.

Results: The systematic review identified 166 studies, of which 40 were found by

review to be relevant to the study. Among the 40 relevant studies, key themes

included LLM capabilities, benefits such as personalised learning and challenges

regarding content accuracy. Importantly, 42.5% of these studies specifically evalu-

ated LLMs in a novel way, including ChatGPT, in contexts such as medical exams and

clinical/biomedical information, highlighting their potential in replicating human-level

performance in medical knowledge. The remaining studies broadly discussed the pro-

spective role of LLMs in medical education, reflecting a keen interest in their future

potential despite current constraints.

Conclusions: The responsible implementation of LLMs in medical education offers a

promising opportunity to enhance learning experiences. However, ensuring informa-

tion accuracy, emphasising skill-building and maintaining ethical safeguards are

crucial. Continuous critical evaluation and interdisciplinary collaboration are essential

for the appropriate integration of LLMs in medical education.
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1 | INTRODUCTION

In recent years, the advent of large language models (LLMs) has

piqued interest in an array of fields, specifically in medical education.

Although the underlying technologies have undergone decades of

evolution, the widespread availability to the public has expanded uti-

lisation across a variety of applications. LLMs such as OpenAI's

GPT-4 and Google's Bard models are the representations of years of

research of natural language processing and machine learning.1,2

These complex models trained on copious amounts of data can gen-

erate, interpret and respond to human language with unprecedented

accuracy. Their ubiquity offers a myriad of potential clinical uses,

being capable of serving as personalised learning tools and aiding in

decision-making. These rapidly changing technologies also come at a

time of rapid evolution in medical education.3 However, integrating

these technologies into medical education poses challenges and

raises concerns about accuracy, ethical implications and detriments

to critical thinking. Despite the surge in interest, there remains a

notable gap in the comprehensive evaluation of LLMs within medical

educational settings. In this review, we provide a comprehensive

investigation of current knowledge on LLM applications in medical

education. We aim to analyse the integration of LLMs with the inten-

tion of promoting responsible use and guiding informed adoption of

these tools.

2 | METHODS

The aim of this systematic review was to review and analyse the exist-

ing literature, focusing on its impact on medical education. This study

adhered to the PRISMA 2020 guidelines, ensuring a rigorous evalua-

tion of LLMs in medical education (Figure 1). We conducted a com-

prehensive search utilising keywords related to LLMs and medication

education. This involved database searches in PubMed, Web of

Science and Embase. Additional studies were identified through online

news resources. The search was restricted to studies published post-

ChatGPT's debut, reflecting the field's recent developments. Inclusion

criteria were studies on LLMs in educational and clinical settings. Arti-

cles that were not available in full text or the English language were

excluded. Final article selection was performed by two independent

reviewers (HL and JU) who initially screened titles and abstracts, fol-

lowed by a detailed full-text evaluation based on relevance to LLMs in

medical education. The review involved evaluation of studies for cred-

ibility in the methods and results, followed by a synthesis of themes

around LLM utilisation in medical education. Discrepancies were

resolved through discussion to ensure a balanced selection. A qualita-

tive analysis was performed based upon common themes within the

studies. This approach provided a comprehensive analysis, informing

future policies and practices in AI technology within academic

medicine.

F IGURE 1 Systematic review flow chart. The flow chart illustrates the studies and news articles included and excluded from the review as
well as the reasons for exclusion. [Color figure can be viewed at wileyonlinelibrary.com]
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3 | RESULTS

3.1 | Study selection

Through an initial database keyword search, 166 records were identi-

fied and screened. Duplicates were removed (19 abstracts), and the

remaining studies were screened by their abstract, resulting in a total

of 66 potentially eligible articles. After exclusion of articles not meet-

ing inclusion criteria, 38 studies were identified through a database

search. An additional two studies were identified via online news

sources, resulting in a total of 40 studies included in the systematic

review (Table 1).

3.2 | Applications of LLMs

Recent studies have shown that LLMs like ChatGPT can be highly

beneficial in medical education. These models have demonstrated

competence in multiple standardised clinical exams, potentially

making them a valuable reference for medical students and educators.

For instance, in a study conducted by Kung et al., ChatGPT was able

to pass all written steps of the United States Medical Licensing Exam

(USMLE) (consisting of Step 1, Step 2CK and Step 3) without any

input from human trainers, reflecting knowledge typically gained in

the entirety of a medical school education.4 For medical students who

are required to learn an incredible amount of information in a short

time, LLMs provide immediate access to medical knowledge, research

studies and clinical guidelines. From a high-level perspective, with

ready access to answers on how to manage traditional or even

complex clinical scenarios at the fingertips of students and clinicians,

it raises the question of what truly is the fundamental medical

knowledge and comprehension required of medical students prior to

advancing to higher studies. Although it remains unclear the full

potential of how the utilisation of this resource will assist medical

educators, the utilisation of AI may assist educators in creation of

tests with improved ability to measure students' knowledge in realistic

settings.

After evaluating ChatGPT for performance in a simulated exam

for the specialised field of ophthalmology, Antaki et al. found that it

showed promising performance but suggested that further specialisa-

tion of LLMs could enhance their capabilities.5 In a study on the Polish

Medical Final Examination, Rosol et al. discovered that GPT-4 had a

higher passing rate compared with other versions, yet the scores were

still lower than those achieved by medical students themselves.6 This

indicates that there certainly are limitations in comparison with human

knowledge, and although LLMs show remarkable potential, they typi-

cally fall short of human performance in certain aspects of medical

knowledge and application.

In other medical disciplines, LLMs have demonstrated greater

promise and potential. For instance, ChatGPT attained a passing score

on the Canadian Otolaryngology-Head and Neck Surgery Board

exams.7 Another study showed that ChatGPT exhibited 76.5% accu-

racy in the Korean general surgery board exam.8 Furthermore,

ChatGPT displayed impressive performance on cardiology questions

derived from the European Exam in Core Cardiology.9 In plastic sur-

gery, ChatGPT has been found to perform similarly to a first-year plas-

tic surgery resident on the Plastic Surgery In-Service Examination.10

Abdel-Messih and Boulos assessed ChatGPT's performance using a

clinical toxicology case and found that it responded skilfully to ques-

tions and provided relevant information.11 Additionally, GPT-4 show-

cased success in responding to advanced neurosurgery case scenarios

for oral board preparation, outperforming ChatGPT and Google's

Bard.12 What is notable about these examination successes is the var-

ied but specialised fields with which the LLMs demonstrated aptitude.

However, exam performance alone may not always be indicative of

the clinical knowledge of a student or clinician. Along similar lines,

good performance of the LLMs, albeit impressive, does not solely pro-

vide practical guidance or use of these technologies in the education

of future physicians.

Medical education and training have the potential to use LLMs

like ChatGPT as a tool to enhance traditional coursework and teaching

(Figure 2). These models can provide physician trainees with realistic

clinical scenarios and feedback, thus enhancing clinical education.13

Further, GPT-4 has also been shown to generate high-quality derma-

tology case reports and demonstrate proficiency in radiation oncology

exam questions, clinical care paths and paediatrics.14,15 From a liter-

acy perspective, LLMs like GPT-4 can assist medical students and edu-

cators by ensuring writing accuracy, improving style and formatting

for clarity and coherence and providing appropriate language and ter-

minology.16,17 LLMs can also aid medical students in ensuring that

comprehensive evaluation of literature is performed and that the

information is synthesised in a readily comprehendible form.18,19

When confirmed to be accurate, certain LLM functions such as gath-

ering and organising information can save time for busy clinicians and

support the education of their learners. Additionally, these functions

can offer student-learners nearly real-time feedback on current clinical

experiences. Regarding educators, LLMs facilitate teaching by provid-

ing curriculum and assessment planning, grading rubrics and support

educators and administration by allowing them to effectively allocate

resources.20 In general, LLMs offer instant feedback and support,

interactive learning experiences and scalability, for both students and

educators. This provides an opportunity for artificial intelligences to

have economical and widespread impact by enhancing education that

is not bounded by socioeconomic or physical constraints. Further, by

improving education efficiency, LLMs can help reduce the shortage of

medical educators, especially in resource-constrained environments

and provide more time for educators to focus on individual student

mentorship.

LLMs offer an exciting opportunity for students to explore sub-

jects in greater detail and gain insights by analysing larger amounts of

data to solve current problems (Figure 2). LLM systems can improve

clinical reasoning and problem-solving by allowing students to ask

questions, receive explanations and generate hypotheses about dis-

eases and biological processes.21 These technologies can become uti-

lised early in medical education even in non-clinical environments,

integrating with current resources such as flashcards and practice
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TABLE 1 Summary of included sources.

Authors Study title Key takeaway Ref

Kung et al. Performance of ChatGPT on USMLE Demonstrates ChatGPT's potential for AI-assisted

medical education, achieving near-passing scores on

the USMLE without specialised training.

[4]

Antaki et al. Evaluating the Performance of ChatGPT in

Ophthalmology

Evaluates ChatGPT's performance in ophthalmology

medical education. ChatGPT showed improved

accuracy on multiple-choice questions. Domain-

specific training may enhance performance.

[5]

Rosol et al. Evaluation of the Performance of GPT-3.5 and GPT-4

on the Polish Medical Final Examination

Evaluated ChatGPT (GPT-3.5) and GPT-4 in medical

education exams, finding GPT-4 outperformed GPT-

3.5, showing potential for medical education

support.

[6]

Long et al. Evaluating ChatGPT-4 in Otolaryngology–Head and

Neck Surgery Board Examination

ChatGPT-4 performs well on open-ended medical

board exams, showing potential for clinical use, but

raises safety concerns due to occasional

hallucinations.

[7]

Oh et al. ChatGPT Goes to the Operating Room LLMs, like GPT-4, show promise in understanding

complex surgical information, achieving 76.4%

accuracy in the Korean general surgery board exam.

[8]

Skalidis et al. ChatGPT Takes on the European Exam in Core

Cardiology

ChatGPT performs well on post-graduate medical

exams.

[9]

Humar et al. ChatGPT Is Equivalent to First-Year Plastic Surgery

Residents

ChatGPT performs at the level of a first-year resident

in Plastic Surgery In-Service Examination but is

outperformed by more advanced residents.

[10]

Abdel-Messih et al. ChatGPT in Clinical Toxicology ChatGPT correctly answered questions relating to

clinical toxicology, highlighting the potential for AI-

assisted medical education and diagnosis.

[11]

Ali et al. Performance of ChatGPT, GPT-4, and Google Bard on

a Neurosurgery Oral Boards

Compared the performance of three LLMs on a

neurosurgery exam, with GPT-4 outperforming GPT-

3.5 and Google's Bard.

[12]

Webb Proof of Concept: Using ChatGPT to Teach Emergency

Physicians

ChatGPT was used as a tool for physicians to learn

how to break bad news effectively to patients but

requires further research.

[13]

Huang et al. Benchmarking ChatGPT-4 on ACR Radiation Oncology

In-Training (TXIT) Exam

With potential for personalised treatment suggestions,

LLMs show promise in radiation oncology.

[14]

Dunn et al. Artificial Intelligence–derived Dermatology Case

Reports are Indistinguishable from Those Written by

Humans

LLMs generate medical case reports that are

indistinguishable from human-written content in

dermatology.

[15]

Abd-Alrazaq et al. Large Language Models in Medical Education The potential benefits and challenges of LLM

integration in medical education are discussed.

[16]

Gandhi et al. ChatGPT: Roles and Boundaries of the New Artificial

Intelligence Tool in Medical Education

Though concerns are raised about academic integrity

and authorship in research, LLMs can aid medical

education.

[17]

Liu et al. Large Language Models are Few-Shot Health Learners As a result of fine-tuning, LLMs analyse medical data,

such as vital signs and activity levels.

[18]

Parsa et al. ChatGPT in Medicine; a Disruptive Innovation or Just

One Step Forward?

New opportunities and challenges of LLMs in medical

education and knowledge assessment are presented.

[19]

Shorey et al. A Scoping Review of ChatGPT's Role in Healthcare

Education and Research

Discusses ChatGPT's emergence in health care

education and research, being able to aid in

assessments and teaching, though suffers from

hallucinations and biases.

[20]

Ahn The Impending Impacts of Large Language Models on

Medical Education

LLMs can simulate patient interactions, give oral

evaluations and create a dynamic learning

environment.

[21]

Singh et al. Implications and Future directions of ChatGPT

Utilization in Neurosurgery

LLMs can provide personalised learning resources and

interactive clinical simulations.

[22]

(Continues)
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TABLE 1 (Continued)

Authors Study title Key takeaway Ref

Sng et al. Potential and Pitfalls of ChatGPT and Natural-

Language Artificial Intelligence Models for Diabetes

Education

Assessed ChatGPT's ability to provide diabetes self-

management advice. ChatGPT demonstrated

consistency and clear instructions, but lacked

specificity in certain areas.

[23]

Wang et al. Accelerating the Integration of ChatGPT and other

Large-scale AI models into Biomedical Research and

Healthcare

LLM benefits and applications in medical education are

highlighted.

[24]

Qui et al. Large AI Models in Health Informatics: Applications,

Challenges, and the Future

Implementation of LLMs in medical education and

health informatics is explored.

[25]

Han et al. MedAlpaca -- An Open-Source Collection of Medical

Conversational AI Models and Training Data

Creates a large dataset designed to train LLMs to

support medical education. Author suggests open-

source models to protect patient privacy.

[26]

Tian et al. Opportunities and Challenges for ChatGPT and Large

Language Models in Biomedicine and Health

Explores the applications of LLMs in biomedicine and

health. Shows promising results in text generation,

but problems in other areas.

[27]

Karabacak et al. Embracing Large Language Models for Medical

Applications: Opportunities and Challenges

Through collaboration, education and validation, LLMs

can revolutionise medicine. Challenges are

discussed.

[28]

Wang et al. ChatCAD: Interactive Computer-Aided Diagnosis on

Medical Image using Large Language Models

Discusses the integration LLMs with medical-image

CAD networks to enhance clinical decision-making,

improving diagnostics.

[29]

Desaire et al. ChatGPT or academic scientist? Distinguishing

Authorship with over 99% Accuracy using Off-

the-shelf Machine Learning Tools

Highlights a method to distinguish AI-generated text

from human text in academic contexts with high

accuracy.

[30]

Komorowski et al. How could ChatGPT Impact My Practice as an

Intensivist?

LLMs have the potential to support clinical decision-

making and be a robust educational tool but have

limitations and risks.

[31]

Lee The Rise of ChatGPT: Exploring its Potential in Medical

Education

LLMs can aid in curriculum design, offering promising

applications in medical education. Ethical concerns

do arise.

[32]

Arif et al. The Future of Medical Education and Research: Is

ChatGPT a Blessing or Blight in Disguise?

Addresses the potential benefits and ethical concerns

of LLM integration.

[33]

Huh Can We Trust AI Chatbots' Answers about Disease

Diagnosis and Patient Care?

Evaluates ChatGPT for medical diagnosis and

treatment suggestions. Results show its limitations

and discuss need for expert judgement.

[34]

Gunawardene et al. Teaching the Limitations of Large Language Models in

Medical School

Acknowledges beneficial use and highlights notable

limitations of LLMs in medical school training.

[35]

Loh ChatGPT and Generative AI Chatbots: Challenges and

Opportunities for Science, Medicine and Medical

Leaders

LLMs present opportunities in medical education and

health care leadership, but challenges are present.

[36]

Gravel et al. Learning to Fake It: Limited Responses and Fabricated

References Provided by ChatGPT for Medical

Questions

Evaluates ChatGPT's responses to medical questions,

revealing limited quality answers and fabricated

references. Caution is advised when using it for

medical transcripts.

[37]

Arachchige Large Language Models (LLM) and ChatGPT: A Medical

Student Perspective

Discusses the impact of LLMs on medical education.

Highlights concerns about plagiarism and potential

benefits.

[38]

De Angelis et al. ChatGPT and the Rise of Large Language Models: The

New AI-driven Infodemic Threat in Public Health

ChatGPT can be utilised as a tool for research support

and impact academic research, though there are

concerns about misinformation.

[39]

Bair et al. Large Language Models and Their Implications on

Medical Education

While LLMs show high accuracy in medical tasks, study

highlights the need for competency guidelines in

their use in medical education and practice.

[41]

Hashimoto et al. The Use of Artificial Intelligence Tools to Prepare

Medical School Applications

Discusses role of LLMs in improving medical school

applications and the need for ethical guidelines in

their use.

[42]
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question banks.22 According to a study by Sng et al., ChatGPT demon-

strated a systematic and concise ability to answer medical ques-

tions.23 However, Wang et al. noted that although LLM-based

medical dialogue systems show promise in tasks such as diagnosis,

treatment recommendations and providing medical information, they

have not yet achieved conversational capabilities equivalent to that of

human interaction. LLMs do not have the function of replacing the in-

person medical education provided by classes and clinical rotations.24

Further, these technologies do not provide support for the goal of not

simply training competent medical professionals but also compassion-

ate and approachable physicians and educators.

LLMs like ChatGPT and GPT-4, nevertheless, are valuable

resources for medical students, providing instant access to medical

knowledge and research studies. Although their performance varies,

further specialisation can enhance their capabilities. LLMs can aid in

exam preparation, generate case reports, support clinical care

evaluation and improve clinical reasoning by answering medical ques-

tions and generating hypotheses. However, in its current form, certain

challenges remain in achieving human-level dialogue and interaction.

It is important to evaluate their limitations and effectively integrate

LLMs moving forward (Figure 2).

3.3 | Cases of biomedical LLMs

The creation of domain-specific biomedical language models

(BioLLMs) has proven to be highly effective in enhancing medical nat-

ural language processing (NLP) tasks (Table 2). One notable BioLLM,

BioBERT, has shown greater success in biomedical recognition when

compared with general language models.24 Taking inspiration from

BioBERT's achievements, researchers have utilised medical text

sources such as electronic health records (EHRs) and PubMed to

TABLE 1 (Continued)

Authors Study title Key takeaway Ref

Munaf et al. ChatGPT: A Helpful Tool for Resident Physicians? Although requiring quality data and supervision,

ChatGPT can aid resident physicians through data

analysis and simulations.

[43]

Temsah et al. Overview of Early ChatGPT's Presence in Medical

Literature

Showcases benefits, ethical concerns and the need for

human oversight in various health care applications

of LLMs.

[44]

Note: Table presenting the key findings of the papers included in the study.

Abbreviations: AI, artificial intelligence; LLM, large language model.

F IGURE 2 Opportunities and challenges of large language models (LLMs) in medical education. The opportunities have a blue icon, and the
challenges have a red icon. LLMs can serve as writing and personalised learning tools, synthesise and summarise large quantities of information,
improve clinical decision support, provide instant access to medical knowledge for students and assist with course and assessment creation.
However, challenges of LLMs remain, including issues with incorrect responses or fabrications, assurance of academic integrity, overreliance on
technology and safeguarding of ethical, legal and privacy concerns, especially for patients. [Color figure can be viewed at wileyonlinelibrary.com]
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develop tailored BioLLMs like ClinicalBERT, BioMegatron and BioMe-

dRoBERTa. By fine-tuning these models with domain-specific data,

they have been successful in processing medical language with excep-

tional results.25 MedAlpaca by Han et al. is a specialised language

model designed for further fine-tuning of LLMs specifically for medi-

cal applications.26 MedAlpaca represents a significant step forward as

a model purposefully built to optimise other LLMs for the medical

domain with potential to be a great resource for medical education.

BioLLMs have shown promise, specifically, in medical education

when properly fine-tuned. For instance, BioBERT improves research

accessibility and summarisation, whereas models like BioMedLM,

BioGPT, MedPaLM and ClinicalCamel, which are trained on medical

question-answering datasets and clinical articles, aid in question

answering.27 Many of these BioLLMs can complete novel downstream

medical tasks utilising few-shot prompting, use of a few explicit

examples (or shots) to guide the AI to respond in a specific way.27 Fur-

thermore, ClinicalBERT and BlueBERT, fine-tuned on EHRs and bio-

medical text, exhibit enhanced clinical NLP performance, highlighting

the value of in-domain tuning.28 LLMs also hold promise for

computer-aided diagnosis (CAD). Wang et al. developed ChatCAD, an

LLM-based model that improves CAD outputs for diagnosis, reporting

and information summarisation or reorganisation.29 As a decision sup-

port tool, ChatCAD enables students to discuss cases and receive

guidance on differential diagnoses and diagnostic tests, thus enhanc-

ing their clinical skills. Despite this progress, it remains important for

educators on the front line to confirm accuracy prior to integration of

these tools within the existing competency-based system.

To ensure the responsible use of LLMs, Desaire et al. have cre-

ated a reliable method for distinguishing between text generated by

humans and that generated by AI.30 By utilising classification models,

this method can help to detect inappropriate use of AI in academic

and medical writing. When implemented thoughtfully, these models

hold great promise as tools for improving medical education by pro-

viding research support, aiding clinical decision-making, offering per-

sonalised tutoring and more. However, it is equally crucial to develop

responsible use models to ensure that medical education and clinical

care are not inversely impacted as technology continues to evolve.

3.4 | Limitations

Although LLM may prove to be a robust educational tool, the use of

LLM in medical education has limitations. These include incorrect

responses, overreliance on technology, impact on critical thinking and

academic integrity concerns (Figure 2).31 Therefore, it is essential to

verify the information provided by LLM and continue emphasising

practical skills. Frequent updates to LLMs require monitoring to

ensure accuracy. There are also concerns about the negative impact

of overreliance on ChatGPT on clinical reasoning development and

the lack of contextual understanding in its responses.16 Additionally,

experts have raised questions about redundancy and lack of original

thought, which may affect students' critical thinking and reasoning

skills.32–35 Organisational guidelines have been revised because of

ChatGPT's ability to generate papers.36 Other risks include fabricated

references and perpetuation of false information.37–39 Some experts

suggest halting advanced LLM training because of societal concerns.40

More tempered recommendations include thorough testing, super-

vised trainee exploration and open discussions around responsible

use.41 It is crucial for medical students and resident physicians to gain

a thorough understanding of ChatGPT's appropriate and effective uti-

lisation, allowing application as a resource to overcome traditional

challenges, even as early as medical school application prepara-

tion.42,43 Although LLMs offer many benefits, responsible implemen-

tation through verification, emphasis on practical skills, monitoring for

accuracy and mitigating risks remain vital in medical education.

3.5 | Ethical, legal and privacy concerns

The use of LLMs in medical education raises important ethical, legal

and privacy concerns. One major concern is the potential for biases in

TABLE 2 Overview of LLMs.

LLMs Developer Summary/key applications

ChatGPT Open AI NLP and text generation

GPT 3, 3.5. 4 Open AI NLP and text generation

Bard Google NLP and text generation

BioGPT Luo et al. Biomedical text generation and

mining

BioBERT Lee et al. Biomedical text generation and

mining

BioMedLM Stanford

(Bolton

et al.)

Biomedical text generation and

mining

ChatCAD Wang et al. Computer-aided diagnosis

system by analysing medical

images

ClinicalBERT Huang et al. Multibillion parameter language

model built on clinical

electronic health record data

BlueBERT Peng et al. Fine-tuned BERT model trained

on PubMed abstracts and

clinical notes

Clinical Camel Toma et al. Fine-tuned from Llama and

trained on biomedical research

BioMegatron Shin et al. Trained on PubMed abstracts

and research

BioMedRoBERTa Gururangan

et al.

Fine-tuned from RoBERTA and

trained on biomedical research

MedAlpaca Han et al. Fine-tuned from Alpaca and

trained on biomedical research

Med-PaLM Google

(Singhal

et al.)

Trained on biomedical research

Note: This table showcases all of the LLMs included in this paper, their

developer and their key applications. Note this is not an exhaustive list

due to their myriad and rapid development.
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AI models. If the training data or algorithms themselves are biased,

there is a risk that AI models may perpetuate biases and discrimina-

tion. This can lead to inaccurate or discriminatory information being

provided to students and a lack of diversity and representation in

medical education.44 In February 2023, the CEO of Open AI, which

created ChatGPT, acknowledged the presence of biases in LLMs.45

These biases can have negative consequences for learning and patient

care in the context of medical education.

Privacy and confidentiality are also important considerations

when using LLMs, as sensitive information, including patient data, is

shared in medical education settings. Patient clinical and research data

are protected by the Health Insurance Portability and Accountability

Act (HIPAA), and implementation of LLMs into medical education and

clinical care must be certain that patient information and privacy can-

not be breached. Institutions such as the University of California San

Diego have thus aimed to stay ahead of the curve with creation of

EHR-integrated LLMs, such as Dr. Chatbot, which drafts responses to

patient EHR messages, to complement clinical care and ensure privacy

is maintained.46 Although addressing these concerns improves the

safety and usability of LLMs for education or care involving patient

information, addressing resistance from physicians to the technology

climate change is an additional challenge.

The use of LLMs in projects or paper preparation, both in medical

education and research, raises ethical questions and the need for clar-

ity regarding appropriate methods of disclosure. Advances in the

knowledge around these technologies will be improved with transpar-

ency regarding the use of LLMs. From a medical literature perspective,

if the LLM significantly influenced the study, it should be reported.

Further, minor tools such as spell checker use in paper preparation for

full clarity should be reported but typically are not. Researchers

should indicate the extent to which LLMs were involved in their pro-

jects or manuscript preparation as transparency is the best method to

combat resistance to its utilisation. For project and paper preparation

in classroom instruction, institutions and their educators must develop

guidelines to assist students in how to appropriately utilise these

resources. A lack of clarity regarding the restrictions of its use upfront

could lead to habits that are counterproductive to learning and lack

ethical grounds.

4 | DISCUSSION

The adoption of LLMs in medical education evokes a spectrum of

reactions among educators, clinicians and learners, influenced by a

variety of factors. This review critically addresses a significant gap in

current research on LLMs in medical education by expanding beyond

the predominant focus regarding potential misuses of LLMs in educa-

tion to the exploration of their transformative potential. Although

57.5% of the studies primarily discuss the theoretical potential of

LLMs, the rest provide quantitative insights and underscore a consis-

tent theme that although LLMs show promise, they still fall short in

certain aspects of medical knowledge and application compared with

human performance. It is clear that LLMs and technology are not a

replacement for the knowledge gained through education and

experience.

Individuals who welcome LLMs often recognise their potential to

address issues in medical education, such as the overload of medical

curricula and everchanging knowledge provided through research.

The wealth of information prohibits the expectation for students or

clinicians to be experts in all fields of medicine. LLMs offer a way to

enhance the learning process, focusing on the most crucial aspects

necessary at each particular level of training. In addition, they could

make medical knowledge more accessible providing widespread

access to the latest medical information, thus reducing barriers and

disparities in medical education across the world. This is especially

beneficial to individuals with limited access to costly printed or online

up-to-date resources, as they would be able to acquire medical infor-

mation readily and at minimal cost.

LLMs have the potential to provide tailored explanations, practice

questions and feedback that offers more personalised learning

approaches tailored to each student's needs. With medical students

grasping complex concepts more quickly in a way suited to their indi-

vidual learning styles, the overall efficiency of the educational process

will be enhanced. Furthermore, LLMs can have a positive impact on

the development of clinical reasoning by engaging students in formu-

lating, analysing and discussing real patient cases, providing a safe and

interactive environment for students to develop critical thinking

and decision-making skills.

However, resistance or fear towards LLMs stems from concerns

about their potential to propagate misinformation, the ethical implica-

tions of their use and overall reliability. There is also apprehension

about the use of LLMs leading to a reduced emphasis on critical think-

ing and decision-making skills in students. Further, there are concerns

about data privacy and the depersonalization of education as well. It

is quite likely that the degree of familiarity with these tools impacts

comfort levels and understanding. Those with greater exposure to

LLMs and AI methods are more understanding of the technology's

current capabilities and limitations. LLMs' tendency to ‘hallucinate’ or
produce factually incorrect information adds another element of anxi-

ety among the public. Hallucinations are notably problematic in medi-

cal education, where accuracy is paramount, necessitating validation

mechanisms and critical evaluation of their outputs. Integration of

these technologies in a way that enhances education requires addres-

sing these concerns in a way that is forward-thinking and collabora-

tive across disciplines to transform educational strategies and ethical

guidelines.

Although educators and learners recognise their potential to rev-

olutionise medical education, there remains apprehension about reli-

ability and impact on critical thinking skills of students. To mitigate

these concerns, it is vital to develop mechanisms for verifying infor-

mation accuracy and integrate LLMs in a way that complements tradi-

tional teaching methods, rather than replacing them. To truly harness

benefits of LLMs in medical education, it is crucial that we implement

them responsibly, which includes rigorous oversight to verify the

accuracy of information provided by LLMs. Accuracy is paramount in

clinical care; thus, the future generations of clinicians must be
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provided with reliable tools to enhance their learning. We would con-

tend that the integration of LLMs into medical education provides

opportunities to enhance curricula rather than detract from it. LLMs

and the utilisation of available technologies provide opportunities for

students to focus less on memorisation and building of mnemonics for

test-taking, but rather on understanding, logical thinking, problem-

solving and the application of concepts into clinical settings.

Importantly, integration of LLMs must continue to ensure patient

privacy and confidentiality within the health care setting. These priori-

ties must be emphasised with learners first and foremost before any

usage of these technologies is undertaken. Collaboration between

technologists and medical experts to align priorities and ensure that

the development of these tools reflects the actual needs and chal-

lenges of medical education is vital. The medical education community

can enhance learning experiences while mitigating risks and chal-

lenges of these technologies by understanding the factors that influ-

ence individual's attitudes towards LLMs. This discussion has aimed to

address these nuanced perspectives, challenge negative perceptions

and advocate for responsible and informed integration of the

technologies.

5 | CONCLUSION

LLMs hold immense potential to transform medical education by

offering innovative solutions for personalised learning, intelligent

tutoring, content generation and clinical decision support. The applica-

tions of these models in medical education can enhance access to

knowledge and support self-directed learning. However, important

aspects such as ethical considerations, content quality, privacy con-

cerns and long-term impact of LLMs on learning outcomes and clinical

practice must be carefully addressed. These technologies are expected

to only continue to gain acceptance, grow in applicability and improve

in accuracy. Embracing the opportunities presented by LLMs while

being mindful of their challenges will allow the medical education sys-

tem to become more efficient, effective and learner-centred. Under-

standing the perspectives and concerns of all stakeholders involved,

including educators, professionals, students and patients, will be cru-

cial in shaping the future of medical education and harnessing the full

potential of LLMs.
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